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Abstract:
Utilization of electric vehicles provides a solution to several challenges in today’s 
individual mobility. However, ensuring maximum efficient operation of electric vehicles 
is required in order to overcome their greatest weakness: the limited range. One 
promising technology is the incorporation of a DC/DC converter into the electric 
drivetrain. This enables the dynamic optimization of the intermediate voltage level 
subject to the current driving demand (operating point) of the drivetrain. Moreover, the 
overall drivetrain efficiency depends on the setup of several drivetrain components’ 
electric parameters. . In order to solve this complex problem for different drivetrain 
parameter setups subject to the current driving demand dynamically, metaheuristics 
might provide convincing results. In order to compare the performance of 
metaheuristics for this task, we adjust and compare the performance of different basic 
metaheuristics (i.e. Monte-Carlo, Evolutionary Algorithms, Simulated Annealing and 
Particle Swarm Optimization). The results are statistically analyzed and based on a 
developed simulation model of an electric drivetrain. By applying the best-performing 
metaheuristic, the efficiency of the drivetrain could be improved by up to 30% 
compared to an electric vehicle without the DC/DC- converter. The difference between 
computing times vary between 30 minutes (for the Exhaustive Search Algorithm) to 
about 0.2 seconds (Particle Swarm) per operating point. It is shown, that the Particle 
Swarm Optimization as well as the Evolutionary Algorithm procedures are the best-
performing methods on this optimization problem. All in all, the results support the idea 
that online efficiency optimization in electric vehicles is possible with regard to 
computing time and success probability.
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Abstract 
Utilization of electric vehicles provides a solution to several challenges in today’s individual 
mobility. However, ensuring maximum efficient operation of electric vehicles is required in 
order to overcome their greatest weakness: the limited range. Even though the overall 
efficiency is already high, incorporating DC/DC converter into the electric drivetrain improves 
the efficiency level further. This inclusion enables the dynamic optimization of the 
intermediate voltage level subject to the current driving demand (operating point) of the 
drivetrain. Moreover, the overall drivetrain efficiency depends on the setup of other drivetrain 
components’ electric parameters. Solving this complex problem for different drivetrain 
parameter setups subject to the current driving demand needs considerable computing time 
for conventional solvers and cannot be delivered in real-time. Therefore, basic metaheuristics 
are identified and applied in order to assure the optimization process during driving. In order 
to compare the performance of metaheuristics for this task, we adjust and compare the 
performance of different basic metaheuristics (i.e. Monte-Carlo, Evolutionary Algorithms, 
Simulated Annealing and Particle Swarm Optimization). The results are statistically analyzed 
and based on a developed simulation model of an electric drivetrain. By applying the best-
performing metaheuristic, the efficiency of the drivetrain could be improved by up to 30% 
compared to an electric vehicle without the DC/DC- converter. The difference between 
computing times vary between 30 minutes (for the Exhaustive Search Algorithm) to about 0.2 
seconds (Particle Swarm) per operating point. It is shown, that the Particle Swarm 
Optimization as well as the Evolutionary Algorithm procedures are the best-performing 
methods on this optimization problem. All in all, the results support the idea that online 
efficiency optimization in electric vehicles is possible with regard to computing time and 
success probability. 
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Highlights 
 Improving efficiency of an electric drivetrain by incorporating a DC/DC converter 
 Setup of a detailed mathematical simulation model of the electric drivetrain 
 Adjustment and application of different metaheuristics to this optimization problem 
 Performance comparison and identification of the best-performing algorithm 
 Significant reduction in computing time to about 0.2 seconds per operation point 

Keywords: Electric drivetrain, Metaheuristics, Simulation model, Electric vehicle, Energy 
efficiency  

1 Introduction  
Alternative fuels and powertrains for passenger cars are currently in the focus because rising 
mobility demand, limited and unequally distributed oil resources, fluctuating oil prices, 
increasing emissions by mobility and challenging policy targets for the transport sector are 
highly on the political agenda [1]. Whereas alternative fuels solve only some of these 
challenges, electric vehicles, together with an electricity generation by renewable energy 
resources such as solar or wind, might cope with all of the mentioned challenges [2] (besides 
the rising mobility demand). 
This is already taken into account by politics in launching several policy instruments for 
increasing the market share of electric vehicles and to compensate for their higher purchase 
prices. However, the breakthrough of electric vehicles in the market is still missing and in 
most countries the market share of electric vehicles is still below 1% [3]. In Europe, for 
example, there is the Regulation 443/2009 and 333/2014, which limits the average CO2 
emissions of each company’s new passenger car fleet to 130 g CO2/km by 2015 and to 95 g 
CO2/km by 2021. For 2030, the target might be set to about 70 g CO2/km, which can be 
translated in less than 3 liters fuel per 100 km (or more than 78 miles per gallon) [4]. 
Assuming a stable car demand, it is doubtful that current combustion engine driven cars can 
achieve this target – an (at least partial) electrification of the drivetrain seems to be 
necessary.  
Even though the energy efficiency of electric vehicles is already substantially superior 
ா௏ߟ) = 60 − 80%) compared to conventional vehicles (ߟூ஼ா௏ = 15 − 20%), a further 
improvement seems desirable as it increases the limited vehicle range [5]. The efficiency of 
the electric vehicle depends on the well-to-tank efficiency (i.e. electricity generation, transport, 
distribution, and charging) as well as the efficiency within the car (tank-to-wheel efficiency). 
The latter depends on the vehicle drivetrain efficiency (i.e., energy losses from battery to final 
torque delivered to the wheels) which again depends on a set of drivetrain parameters for 
different driving demands. The drivetrain parameters are manifold – especially for hybrid 
electric vehicles (HEV) with internal combustion engines [6], or battery electric vehicles 
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(BEV) with additional supercapacitors [7]. In our contribution, the focus is on BEV, but an 
additional DC/DC converter is added to the drivetrain in order to influence the system 
efficiency by altering the voltage level of the high voltage system (Fig. 1). This directly 
influences the operation and losses of the electric motor and inverter [8, 9]. Besides the 
possibility to influence the voltage of the high voltage system, the DC/DC converter produces 
additional losses and causes higher costs of the whole electric drivetrain. The main idea of 
the proposed approach is to compensate or even undercut the additional losses of the 
DC/DC converter with reduced losses of the inverter and the electric motor. Furthermore, 
additional costs can be avoided if the reduction of the energy consumption leads to a smaller 
battery. 
The relationship between efficiency of the drivetrain and the voltage level, is however not 
static and depends various drivetrain parameters. There is already some literature on this 
static relationship [10-12], however, a comprehensive analysis of dynamic drivetrain 
parameter setups and an overview of different metaheuristics to solve this problem is not 
given. 
In the following, we analyze the applicability of different simple metaheuristics (i.e. Monte-
Carlo, Evolutionary Algorithms, Simulated Annealing and Particle Swarm Optimization) for 
providing an online optimization for operating points of different vehicle speed patterns of a 
BEV with a DC/DC converter. We are focusing on the complex correlation between voltage 
level in the high voltage system of the vehicle and the efficiency of the drivetrain based on a 
mathematical model of the electric drivetrain. The different metaheuristics are adapted and 
partly extended to the considered problem and exemplarily applied for the Highway Fuel 
Economy Test Cycle (HWFET) and New European Driving Cycle (NEDC). For final 
application the metaheuristics should be further developed. Results show the main general 
advantages of the metaheuristics and are given for the success probability of the result 
(reliability) and computing time (applicability for online optimization within the vehicle). 
Consequently, the objective of this paper is to identify the best-performing metaheuristic type 
for our problem.  
The structure of the paper is the following. After a literature review we specify our problem in 
section 3 by outlining the mechanical vehicle, the electric drivetrain, and the final optimization 
model. In section 4 we introduce the applied metaheuristics before the experimental settings 
and the corresponding performances for each metaheuristics are given in section 5. A critical 
assessment and final conclusions complete our contribution in section 6.  
2 Literature Review  
As a basis for drivetrain efficiency optimization it is necessary to accurately set up a 
mathematical model of drivetrain components and their respective power losses. There are 
several publications that describe such models for electric vehicles [e.g. 13-16]. The major 
aim of such electric drivetrain power loss models is the ability to simulate the behavior of an 



4 

electric vehicle in operation. Based on these simulation models it is possible to analyze the 
drivetrain power flow. Past research deals mainly with (plug-in) HEV [e.g. 12-14, 18-20, 23-
26, 29] or electric busses [8,27,28]. Some studies focused on minimizing total operation 
costs or optimal component sizing [e.g. 8, 17, 18, 27,28] rather than on increasing the 
efficiency of the electrical drivetrain during operation.  
From an methodological point of view the literature on optimizing the energy management 
strategies of HEV might be classified in two mayor groups: optimization based and rule 
based [9,21,30,31]. While the first group leads to an academically interesting global optimum, 
the second should result in “near-optimal” solutions with significantly fewer computing time in 
order to allow real-time applications. This property makes it interesting for the automotive 
industry and is already widely applied in many studies on HEV [30].   
We identified five scientific contributions, which are closely related to our research focus. 
Firstly, Xi et al. [9] are also applying a real-time capable optimization of a DC/DC converter in 
an electric drivetrain. However, they do not compare different metaheuristics, but focusing on 
the basic interrelations of speed and efficiency of in-wheel motors combined with a DC-DC 
converter. Their analyzed optimizing strategy is suitable for real-time applications, too. 
Secondly, Serrao et al. [29] compare three methodologies for optimizing the energy 
management (i.e. Dynamic programming (DP), Pontryagin’s minimum principle (PMP), and 
equivalent consumption minimization strategy (ECMS)) – however for an HEV drivetrain. The 
corresponding gains in fuel economy of these three different approaches are calculated for 
three different driving cycles. As a result, the differences between these three optimizing 
approaches are rather marginal (i.e. 0-2%). Thirdly, Tenner et al. [11] use a technical 
optimization algorithm based on the Monte Carlo approach and which they test in six 
different driving cycles. During inner-city, their approach leady to an efficiency gain of up to 
45% compared to the usual operation strategy. On high speeds, the DC/DC converter might 
even lead to disadvantages. Fourthly, Travão et al. [16] analyze a BEV with two batteries and 
split their energy management algorithm, which is based on simulated annealing, in two 
parts: strategic and action planning. They approve their strategy in five driving cycles and 
come to satisfying results for all driving cycles. Fifthly, Pohlenz [10] mentioned in his 
comprehensive work on including an additional DC/DC converter to the drivetrain also the 
application of different simple optimization algorithms. He also compares their results on a 
general level, but his research is still on a more basic level and he draws no final conclusion 
of his comparison to give further general recommendations 
Concluding, this paper aims to fill the gap in literature and compares results from different 
problem-invariant metaheuristics [32,33] for electric vehicle drivetrains and discuss the 
results in order to highlight the main advantages and disadvantages of these metaheuristics.  
Heuristic optimization methods allow a real-time optimization of complex problems and 
achieve good (but not optimal) results. They are also applied for other energy systems such 
as smart homes [34] electric vehicles and combined heat and power units [35] or electric 
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fleets [36]. There have been many efforts in the past regarding general guidelines for 
comparing the performances of optimization algorithms [37,38]. In order to draw correct 
conclusions about the best-performing algorithm it is important to monitor decisive 
performance measures. It is therefore essential to conduct comprehensive statistical analysis 
and reporting rather than just checking the best solutions [39,40]. There are also several 
papers comparing the general performance of some algorithms considered later in this paper 
[41,42]. These works focused mainly on benchmark functions. 
3 Problem Description and Formulation 
3.1 The Simulation Model  
A detailed mathematical model of the power flow within an electric vehicle’s drivetrain 
provides the basis for the analysis in this paper. The model comprises four main 
components: the model user interface, the mechanical vehicle model, the electric drivetrain 
model and the optimization model. Fig. 1 illustrates their interfaces and interdependencies. 
The composition of all components that are mentioned sets up a user-friendly simulation 
model for loss minimization in an electric vehicle’s drivetrain. All parts are implemented in the 
Matlab™ programming environment, ensuring platform independent use. 

 
Fig. 1. Graphical representation of the modular simulation model structure 

A driving cycle or a motor operating map specifies the drive requirements speed ݒ and time ݐ. 
While the operating point of the Interior Permanent Magnet Synchronous Motor (IPMSM) 
provides the motor torque ܯ and speed ݊ requirements directly, the driving cycle delivers a 
vehicle speed-time-vector, which requires the application of the mechanical vehicle model. 
All four model parts are briefly explained in the subsequent sections. For reasons of 
simplicity it is avoided to explain the implemented underlying electrical and mechanical 
functions, but focus on the step-by-step construction of the objective function (cf. equation 6 
below).  
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Modifications of parameters, model output preferences, and different optimization algorithms 
in the simulation model can be easily applied via a developed graphic user interface (GUI).  
3.1.1 The Mechanical Vehicle Model 
The mechanical model of the simulated vehicle has the aim to derive the demanded motor 
torque and speed based on the model input parameters. The mechanical model’s input 
parameters are specific for the considered vehicle (Smart EV, Table A. 1) on the one hand 
and the drive requirements on the other. The vehicle specifications are static parameters 
based on the vehicle supposed to be simulated. 
The mechanical model simulates longitudinal dynamics. This includes air resistance, 
acceleration resistance as well as rolling resistance. According to regulatory driving cycles it 
is assumed that the vehicle only moves straight ahead on a horizontal plane. As a result of 
that, lateral dynamics can be neglected and the climbing resistance is set to zero. Based on 
the driving resistances the mechanical model delivers the required motor torque and speed 
(i.e. operation point, OP) to the electric drivetrain model. For each new OP within the driving 
cycle the mechanical model is executed again providing on demand input data for the 
subsequent simulation model layers. 
3.1.2 The Electric Drivetrain Model 
The electric drivetrain model is the main part of the simulation model and has the aim to 
systematically minimize the vehicle’s energy consumption. It is based on previous work by 
Pohlenz [10]. As illustrated in Fig. 1 the electric drivetrain consists of four main components: 
electric motor, DC/AC-inverter, DC/DC converter and traction battery. These subsystems 
influence each other. Since the best possible results will not be obtained by an isolated 
model of each single component a dynamic model of the entire system based on detailed 
mathematical descriptions is set up [43]. All components depend on variables that can be 
influenced in a way that the respective component power losses change. Later in this paper it 
will be the aim to adjust these optimization variables to minimize the overall drivetrain losses 

୐ܲ,ୈ୰୧୴ୣ୲୰ୟ୧୬ based on a given motor power demand. 

The electric motor converts the electric power into mechanical power or the other way 
around in generator mode. The modeled vehicle utilizes an Interior Permanent Magnet 
Synchronous Motor (IPMSM), which is the most utilized motor in electric vehicles [44]. The 
stator and the rotor consist of a laminated core, while the rotor contains embedded 
permanent magnets. The fundamental advantages of the IPMSM are its high power density, 
its high efficiency within the basic speed range as well as its good ability to be field-
weakened [45]. The IPMSM’s power losses can be decomposed in a simplified way into 
ohmic losses ୐ܲ,ஐ and iron losses ୐ܲ,୊ୣ. The ohmic losses are determined by the phase 
current ܫୗ,୰୫ୱ which is determined through the application maximum torque per ampere 

 ୐ܲ,ୈ୰୧୴ୣ୲୰ୟ୧୬ = ୐ܲ,୍୔୑ୗ୑ + ୐ܲ,ୈେ୅େ + ୐ܲ,ୈେୈେ + ୐ܲ,୆ୟ୲୲ (1) 
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(MTPA) method. The iron losses are caused by hysteresis losses and eddy current losses 
[46-48].  

There are further friction losses appearing inside the IPMSM, which can be neglected since 
they account for a constant mechanical offset. They cannot be influenced by the electric 
optimization variables anyway. Once the IPMSM is in operation, the motor speed only 
depends on the frequency of the input voltage. In order to vary the frequency subject to the 
motor speed requirement a DC/AC-inverter is utilized. Switching the semiconductors inside 
the inverter creates additional harmonic motor losses based on harmonic voltages. These 
are subject to the applied pulse width modulation (PWM) pattern and the inverter’s switching 
frequency. Although the harmonic losses are small, deviating them accurately is a complex 
process. Due to this disproportionate relation of high complexity (i.e. about 80% of computing 
time) and low contribution to drivetrain power losses (about 0.8% on average), the harmonic 
copper losses are approximated subject to Kolar et al. [49]. The harmonic iron losses are 
neglected because they are significantly smaller than the harmonic copper losses. 
It is the task of the drivetrain’s power electronics, especially the inverter, to adjust the 
electrical motor inputs according to the motor’s requirement. This is achieved by converting 
the supplied direct voltage from the energy storage into a three-phase alternating voltage of 
variable frequency and amplitude. A state-of-the-art bidirectional self-commutated three-
phase bridge inverter for automotive applications is utilized in this model. Based on the 
selected modulation pattern and switching frequency, the inverter’s legs are switched and 
blocked differently, resulting in diverse inverter losses [49]. The inverter losses comprise the 
diode’s conduction losses ܲ୐େ,ୈ୧୭ୢୣ, the transistor’s conduction losses ୐ܲେ,୍ୋ୆୘ and the 
inverter’s switching losses ܲ୐,ୗ୵୧୲ୡ୦ [50]. 

Integrating a DC/DC converter into the conventional electric drivetrain adds an additional 
degree of freedom to the drivetrain control, since it is then possible to boost the direct voltage 
supplied by the battery. This is not state-of-the-art so far. Furthermore, the converter’s 
switching frequency and its number of connected phases can be adjusted in order to 
influence the converter’s power losses. The input voltage of the inverter is called 
intermediate circuit voltage ୍ܷେ. It affects the operation performance of the IPMSM 
significantly and can therefore reduce the drivetrain power losses especially at high vehicle 
speeds. For detailed descriptions of the DC/DC converter’s advantages the reader is referred 
to Tenner et al. [11], Schoenen et al. [51] and Klöffer [52]. The utilized converter is a multi-
phase synchronous converter. The converter’s power losses ୐ܲ,ୈେୈେ depend on the number 
of connected phases ݊୮୦ and can be decomposed into the basic electric component’s 
losses: conduction losses ୐ܲେ, switching losses of the transistors ୐ܲୗ,୍ୋ୆୘ and the diodes 
ܲ୐ୗ,ୈ୧୭ୢୣ [53], as well as inductor and capacitor losses ܲ୐,୍୬ୢ୳ୡ୲୭୰ [54,55] and ୐ܲ,େୟ୮. 

 ୐ܲ,୍୔୑ୗ୑ = ୐ܲ,ஐ + ୐ܲ,୊ୣ (2) 

 ୐ܲ,ୈେ୅େ = ܲ୐େ,ୈ୧୭ୢୣ + ୐ܲେ,୍ୋ୆୘ + ܲ୐,ୗ୵୧୲ୡ୦ (3) 
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A battery serves as the energy storage of the drivetrain. In the presented case a Lithium-Ion 
battery comprising SAFT VL7P cells is utilized. The battery system is modeled as a direct 
voltage supply with variable internal resistance ܴ୧ subject to the battery output power ୠܲୟ୲୲. 
The battery losses ୐ܲ,୆ୟ୲୲ can then be derived from the battery current ܫ୆ୟ୲୲. The nominal 
battery voltage is set to 250 V. 

The mechanical vehicle model and the electric drivetrain model serves as a basis for the 
optimization model which is presented in the following section. 
3.1.3 The Optimization Model 
The objective function of the optimization problem is defined as the total drivetrain power 
losses at a given OP within the driving cycle and needs to be minimized. It is a complex 
function of a pre-defined parameter set (Table A. 1) and the optimization vector ݔ. The 
following five variables influence the drivetrain power losses significantly and set up the 
optimization vector ݔ: inverter’s switching frequency ୈ݂େ୅େ, inverter’s modulation pattern 
 intermediate circuit voltage ୍ܷେ, converter’s number of connected phases ݊୮୦ and ,ݐݎܽ݀݋݉
converter’s switching frequency ୈ݂େୈେ. 

The restricted domains and dimensions of the optimization variables are specified below. All 
variables are encoded as integer values. The domain bounds are chosen due to physical 
hardware limits and the lower bound of the switching frequencies are chosen for acoustic 
reasons due to human audibility. 

From the underlying equations for the power loss computation it follows that the given 
objective function ୐ܲ,ୈ୰୧୴ୣ୲୰ୟ୧୬ = ,ݐ݁ܵ݉ܽݎܽ݌)݂  is high-grade nonlinear, discontinuous and (ݔ
non-convex. Given this setup of the non-linear objective function and all optimization 
variables being encoded as integer values, the model can be classified as a non-linear 
integer problem. Hence, deterministic gradient-based methods (e.g. Newton methods) 
cannot be applied. Deterministic methods that decompose the problem into parts are not 

 ୐ܲ,ୈେୈେ = ݊୮୦ ∙ ൫ ୐ܲେ + ୐ܲୗ,୍ୋ୆୘ + ܲ୐ୗ,ୈ୧୭ୢୣ + ܲ୐,୍୬ୢ୳ୡ୲୭୰൯ + ୐ܲ,େୟ୮ (4) 

 ୐ܲ,୆ୟ୲୲ = ܴ୧( ୠܲୟ୲୲) ∙ ୆ୟ୲୲ଶܫ  (5) 

 ݉݅݊  ୐ܲ,ୈ୰୧୴ୣ୲୰ୟ୧୬ = ,ݐ݁ܵ݉ܽݎܽ݌)݂  (6) (ݔ
ݔ  = ൫ ୈ݂େ୅େ; ;େ୍ܷ ;ݐݎܽ݀݋݉   ݊୮୦;  ୈ݂େୈେ൯ (7) 

 5 ≤ ୈ݂େ୅େ ≤ 15  in kHz  (8) 
 1 ≤ ݐݎܽ݀݋݉ ≤ 3 (9) 
 ܷ୆ୟ୲ ≤ ୍ܷେ ≤ 400   in V   (10) 
 1 ≤ ݊୮୦ ≤ 3 (11) 
 5 ≤  ୈ݂େୈେ ≤ 15   in kHz   (12) 
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reasonable as well (e.g. Dynamic Programming or Branch & Bound). It is of special interest 
to simulate the interdependent behavior of all drivetrain components. Furthermore, it is the 
aim to find a solution that did not get stuck in a local optimum. Therefore, it is not reasonable 
to apply any simple deterministic method. 
As an effect of the sequential calculation design of the model, almost all equations rely on 
each other. Furthermore, there are additional physical constraints, which need to be satisfied 
to obtain a technically feasible solution. E.g. they constrain a maximum possible modulation 
factor, minimum semiconductor interlocking times, the converter’s coil flux maximum and 
maximum current densities within the electronic components. These constraints are already 
inherent. It evolved as the most practical method that each time an inherent constraint is 
violated the objective function value is automatically penalized with factor 10ଽ. Hence, the 
constraints do not have to be explicitly defined by the optimization model to avoid infeasible 
solutions.  
In order to improve the computation time of the objective function several programmatic 
measures are implemented. All parameters are summarized into a structural set, ensuring 
simple handling between different programmatic functions and model parts. We implemented 
the so-called “Vectorization” approach [56] by replacing parallel scalar operations, e.g. for-
loops. Besides reducing computation time, the approach allows the drivetrain model to 
handle complete optimization variable sets. This ability is advantageous for population-based 
optimization algorithms, which are applied in section 4. 
3.2 Solution Approach 
Our challenge is to find an approach which allows us to find a (preferably global) optimum in 
this non-linear integer problem on real-time during driving. The calculation has to be done 
with minimum calculation effort due to the high utilization of vehicle’s control units. Therefore, 
the optimization is limited if computation capacity is sufficiently available. In time slots when 
other preferred highly complex control task (e.g. ABS, ESP) are necessary, our energy 
efficiency optimization is limited to basic operation. The major requirement for an online-
optimization is a rapid model execution (< 1 s) and almost immediate provision of the 
obtained solution. Therefore, Exhaustive Search (ES) procedure which systematically checks 
each possible solution in the search space would deliver the global optimal solution is not 
applicable here for two reasons. First, even if only some of the optimization variables’ 
domains are not constricted to integer values, it is impossible to find the optimum. The 
continuous domains would provide an infinite number of alternatives taking an infinite amount 
of time to evaluate them. Second, given the presented integer domains, there are about 
348,000 solution alternatives. Setting the domains to integer values is meaningful, since a 
certain variable change is necessary in order to observe power loss changes. If each 
evaluation takes only 5 ms, almost 30 minutes would be necessary to obtain the final solution. 
This is too long for our intended online optimization. Alternatively, an offline ES approach can 
find an optimal solutions for every OP which than could be implemented into the vehicle by a 
respective map. Thus, the only remaining operation inside the vehicle would be a simple 
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search for the respective optimal value at the current OP from the map. However, there is a 
significant drawback. The offline incorporation of parameter dependencies, that could be 
measured online in the future, adds additional dimensions to the model. An OP would then 
not be characterized by motor torque and speed anymore but also by additional values of the 
actual online-parameters (e.g. stator resistance and temperatures). The result would be a 
huge amount of possible OPs (> 1012), each requiring 30 minutes optimization time as 
described above. Consequently, due to an unpredictable long optimization time and a 
considerable high number of potential combinations, the offline optimization of the model 
including online-measured parameters in the future is not feasible. This applies especially in 
the automotive industry, where shorter development processes can be decisive competitive 
advantages. In the end, developing a quick optimization algorithm that solves the described 
optimization problem online seems to be an appealing approach for future vehicles with a 
dynamically adjustable electric drivetrain. 
4 Appropriate Optimization Algorithms  
The availability of a vast amount of different optimization algorithms makes it impossible to 
find the one and only best-performing solution method for the given problem. But still the 
selection of a basic metaheuristic on the considered problem can help future studies in 
identifying efficient algorithms. 
Consequently, the model is simplified by applying deterministic metaheuristic approaches in 
order to achieve a (nearly) optimal solution in real-time. As for this complex problem no 
standard heuristic is salient and no problem-specific heuristic for drivetrain optimization 
problems could be found in the literature, different heuristics are applied. The application of 
most metaheuristics is not straightforward and they have to be customized to each specific 
problem. Therefore, a sensitivity analysis with a representative set of different OPs to obtain 
knowledge about the problem behavior is applied. The metaheuristic of choice should be 
able to take this essential problem knowledge into account, which includes: 

 The inverter and the synchronous IPMSM are the major loss contributors. 
 The optimization variables modulation pattern, intermediate circuit voltage and 

number of connected converter-phases exert the highest influence (sensitivity) on the 
objective function value 

 There exists one standard solution 
ୠ୧ୟୱݔ = ൫ ୈ݂େ୅େ,୫୧୬, ,ୗ୲ୢݐݎܽ݀݋݉ ܷ୆ୟ୲, ݊୔୦,୫ୟ୶, ୈ݂େୈେ,୫୧୬, ൯  due to the utilized reference 
system that ensures maximum efficient operation over a wide range of low and 
moderate vehicle speeds when the DC/DC converter operates in idle mode. 

For those reasons, several optimization algorithms are selected trying to solve the presented 
problem at low computing time. This selection includes the Monte-Carlo Algorithm (MCA) as 
a simple random-based metaheuristic. It further includes three naturally inspired algorithms: 
Evolutionary Algorithm (EA) and Particle Swarm Optimization (PSO) as two population-
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based approaches and Simulated Annealing (SA) as a mix of trajectory-based and 
population-based approach [57,58]. Each algorithm is implemented in Matlab™. The 
performance of an algorithm is significantly influenced by its parameter setup [59]. Thus, 
additional effort is spent on the function to simply adjust the algorithms’ parameters. It is 
necessary to manually identify parameter sets, which ensure a high performance operation 
of the respective algorithm on the presented problem. This parameter tuning was done by 
analyzing respective literature [41,57,60-62]. Further, the researcher’s optimization 
experience plays a decisive role in this process and makes in our application comprehensive 
landscape analysis superfluous. Each of the following sections presents therefore a 
preselected and tuned parameter set (e.g. predefined starting point) for the further analysis in 
this paper.  
4.1 Monte-Carlo Algorithm 
MCA as a stochastic optimization approach is suitable for high-dimensional deterministic 
problems [63]. The main idea of this method is to randomly explore the search space by 
generating so-called pseudo-random numbers. The standard random number generator 
utilized in Matlab™ is the state-of-the-art Mersenne Twister [64]. Fig. 2 illustrates the MCA 
that was implemented for this simulation model. 

 
Fig. 2. Outline of the utilized MCA 

It basically consists of three loops. The innermost loop (bottom of Fig. 2) ensures the 
generation of a feasible solution and computes the objective function value. The middle loop 
accounts for the exploration of the search space by random search. Finally the outmost loop 
exploits the best region found in the middle loop. By incrementally reducing the permitted 
domain of the optimization variables, a local optimum can be found. The outmost loop is 
generally known as a hill climbing procedure [65]. Whether the local optimum also represents 
the global optimum cannot be guaranteed. In order to ensure good performance of the MCA 
especially for low and moderate vehicle speeds, the high-quality solution ݔୠ୧ୟୱ is checked 
immediately after each MCA execution. It is then compared to the actual MCA solution and 
the best among these two forms the final result of the MCA. Table 1 presents the pre-
selection of three MCA parameter setups after tuning for deeper performance analysis later. 
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Table 1 
Parameter setups of the preselected MCAs 

Algorithm Setup MCA1 MCA2 MCA3 
loops 25 50 50 
iterations 10 5 5 
Acceptance Parameter 0.8 0.3 0.8 

4.2 Evolutionary Algorithm 
The idea behind an EA is to take the natural evolution as a model for the solution of 
optimization problems. There have been many new impulses to the research area in the 
recent years, resulting in various combinations of the approaches [61,66]. The population-
based concept can be advantageous because many solutions are considered simultaneously 
and thus different areas of the search space are analyzed. The implemented EA structure 
(Fig. 3) offers different setup options, which are discussed in the following. 

 
Fig. 3. Outline of the implemented EA approach 

A population is at least partly generated randomly. As the use of simple random distributions 
cannot guarantee the desired level of diversification, it is suggested to incorporate more 
complex mathematical techniques. The Sobol sequence, a quasi-random method, generates 
a set of points that fills the search space in a highly uniform manner [67]. This uniformity can 
be further improved by applying an additional scrambling technique to the Sobol sequence. 
Matousek [68] suggests a scrambling method, which evolved as a standard and is 
implemented in our model. Population-based optimization procedures incorporating quasi-
random, rather than random numbers, converge much faster [69]. When the gained problem 
knowledge is further included into the randomly generated initial population, it is biased 
towards high-quality solutions. Here, including ݔୠ୧ୟୱ generates the bias. The Gauss mutation 
operator is then applied to generate slightly modified copies of this individual until a certain 
share of the population size ୍ܰ୬ୢ is filled with this type of bias-individuals. But as there is only 
vague knowledge about the optimum, a strong bias should be avoided as it can mislead the 
search algorithm. In addition, biased initial populations should feature a sufficient diversity, in 
order to avoid a genetic drift [70]. 



13 

In order to evaluate the quality of the individuals, two fitness-proportional methods are 
implemented. The first method is a simple assignment of the objective function value to the 
respective individual. In the presented problem, the objective function value represents the 
total drivetrain power losses. Drawbacks of this method are discussed in Goldberg and Deb 
[71]. The second method is subject to the following formula (13) based on and proved by 
Bäck and Hoffmeister [72]. It tries to overcome the drawbacks from the first method and 
scales the fitness linearly. The fitness ݐ݅ܨ depends on the selection pressure  ܵܲ, which is set 
in advance to a value between 1.5 and 2, the rank ܲݏ݋ of the respective individual within the 
current population (based on the objective function value) and the population size ୍ܰ୬ୢ. 

The parent selection procedures can be either deterministic or stochastic. In the case 
presented here, the (ߤ୔ୟ୰ +  selection is implemented, since it increases the selection (ߣ
pressure [65]. Where ߣ is the number of offspring and ߤ୔ୟ୰ the number of parents, which are 
defined based on the pre-specified parameters generation gap ݃ < 1 and fertility ݈ (15). 
Strictly speaking, ߤ୔ୟ୰ and ߣ are further adjusted to a number that guarantees an equal 
amount of parents due to the necessity of parental pairs. 

Selection procedures involve the application of a selection function. Three such functions are 
implemented: stochastic universal sampling (SUS) [65], truncation selection, tournament 
selection. In the latter case a further parameter called tournament size can be specified by 
the user and can influence the optimization performance.  
The offspring is generated by a pairwise recombination of two parent individuals. This is 
practically realized by the combination of the parents’ optimization variable values. Two 
representatives of combinatorial operators are implemented: one-point crossover and 
uniform crossover. In the presented problem case the cutting position for one-point crossover 
can be placed after the first, second, third or fourth gene, because there are five genes in 
total. For both operators the fertility of the two parents needs to be set to two. Moreover, two 
representatives of arithmetic recombination operators are implemented: intermediate 
recombination and line recombination. Both operators can handle an arbitrary fertility, which 
has to be specified in advance to the execution of the EA. They also both employ almost the 
same formula (16), where ܦ denotes the number of optimization variables. When 
intermediate recombination is applied, ܽୢ is generated for each optimization variable. On the 
contrary, one and the same ܽୢ is utilized for all variables when line recombination is applied. 

(݅)ݐ݅ܨ  = 2 − ܵܲ + 2 ∙ (ܵܲ − 1) ∙ ݏ݋ܲ) − 1)
( ୍ܰ୬ୢ − 1) (13) 

ߣ  = ୍ܰ୬ୢ ∙ ݃ୋୟ୮ ∙ ݈ (14) 
୔ୟ୰ߤ  = 2

݈ ∙  (15) ߣ
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Each individual within the offspring is faced to a small probability of being mutated, which 
refers to one or more optimization variable’s changes. The mutation probability ݌୑ is defined 
based on findings of Hesser and Männer [73] subject to the current generation (17) ݐ. The 
constants’ values are set to ߦ ߷⁄ = 3 and ߭ = 0.05 based on empirical runs on the given 
problem. 

The optimum mutation rate of 1/ܦ (here 1/5) as proved by Bremermann et al. [74] is widely 
accepted in the literature [75]. The mutation operator finally executes the actual mutation, 
which is in our case eider based on the Gauss mutation with respective standard deviations 
(1.5, 0.5, 10, 0.5, 1.5) set for the optimization variables or the Breeder mutation operator [76]. 
The mutation range ୢݎ  and mutation precision ܭ are two further user-specified parameters 
(18). 

The environmental selection procedure can be done by the same selection functions 
presented for parent selection. Either way, the elitist rule is applied for environmental 
selection. It ensures that the very best individual in the population is certain to survive to the 
next generation. 
There exists a huge variety of hybrid approaches for EA which are characterized by the 
combination of different optimization algorithms and specific tuning [57]. Most of them are 
specialized on a very specific problem. But one promising concept that evolved from this 
intense research is the split of one population into several subpopulations [77]. The 
convincing advantages are that early convergences can be avoided, certain diversity can be 
maintained by the insertion of individuals from other populations and the number of 
necessary objective function evaluations can be reduced [78]. Thus, this setup could also be 
advantageous for sequential computing. This concept’s implementation for our problem is 
limited to two possible subpopulations. Nevertheless, a parameter setup for migration interval 
and migration rate needs to be defined. The migration occurs always by best-worst 
replacement. Table 2 presents the fastest EA parameter setups that could be found after 
several tuning procedures. 
 
  

୭ୢ୤୤ୱ୮୰୧୬୥ݔ  = ୮ୢୟ୰ୣ୬୲ଵݔ ∙ ܽୢ + ୮ୢୟ୰ୣ୬୲ଶݔ ∙ (1 − ܽୢ)       ݀ ∈ ሼ1, … , ,ሽ ; ܽୢ~ܷ(−0.5ܦ 1.5) (16) 

 
(ݐ)୑݌ = ඨߦ

߷ ∙ ݁ିజ∙௧ଶ
୍ܰ୬ୢ ∙  (17) ܦ√

୑ୢ୳୲ݔ  = ୢݔ + ୢݏ ∙ ݎୢ ∙ ܾୢ   with   ୢݏ~ܷሼ−1, 1ሽ  

 ܾୢ = 2ି௨∙௄  with    (18) (0,1)ܷ~ݑ 
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Table 2 
Parameter setups of the preselected EAs 
Alg. Setup EA1 EA2 EA3 EA4 EA5 
Populations 1 1 1 2 2 
Subpopulations - - - Subpop 1 Subpop 2 Subpop 1 Subpop 2 

୍ܰ୬ୢ 25 25 25 25 25 25 25 
Initialization PK PK PK PK RND PK RND 
Ranking FF FF FF FF OF FF OF 
ܵܲ 1.5 1.5 1.5 1.5 2 1.5 2 
݃ୋୟ୮ 0.8 0.8 0.8 0.8 0.9 0.8 0.9 
Par. Selection Truncation Truncation SUS Truncation SUS Truncation SUS 
݈ 2 2 2 2 2 2 2 
Recombination I I I I U I U 
Mutation Gauss Breeder Gauss Gauss Gauss Gauss Breeder 
ݎୢ  - 0.1 - - - - 0.2 
 20 --  - - 16 - ܭ
Env. Selection Truncation Truncation Truncation Truncation Truncation Truncation Truncation 
Migr. Interval - - - 10 10 
Migr. Rate - - - 4 4 
Termination 25 gen 25 gen 25 gen 25 gen 25 gen 
PK: some individuals based on problem knowledge; RND: only random individuals; FF: Fitness Function; OF: 
Objective Function; I: Intermediate Crossover; U: Uniform Crossover 

4.3 Simulated Annealing 
SA can be seen as a special simple case of an EA, where the population size is limited to a 
single individual and the selection procedure is based on an extrinsic parameter [79]. 
Nevertheless, in some cases SA performance can be superior to EA [80,81]. Fig. 4 illustrates 
the steps of the implemented SA procedure. A random neighborhood setup operator is 
applied to generate a pre-defined number of solutions based on the Gaussian random 
distribution for each optimization variable, where the mean is kept at the current point of each 
optimization variable. In order to obtain reasonable neighbors, the standard deviation of the 
Gaussian distributions is set to the same values as for Gauss mutation described in section 
4.2. The algorithm sets up a compressed neighborhood, incorporating random search 
directions and pre-defined step sizes for each optimization variable from the current point.  
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Fig. 4. Outline of the applied SA approach 

In order to allow worse solutions to be accepted (uphill move), the acceptance probability ݄ is 
utilized (19). In the presented case, “worse” corresponds to a total power loss increase. The 
term ܧ୩ refers to the new obtained objective function value, whereas ܧୠୣୱ୲ refers to the 
previous best solution. The suboptimum is accepted if ݄ ൐  ଴,ଵ~ܷ(0,1). In order toݑ ଴,ଵ withݑ
ensure that the final solution of an SA execution is not worse than the best solution found 
during this run, a storage of the best solution found is additionally implemented. This does 
not influence the algorithm’s speed considerably. Table 3 presents the preselected and tuned 
parameter setups for SA. 

Three different SA schedules are implemented which differ with respect to the probability of 
acceptance: linear, logarithmic and exponential [82]. The linear schedule is represented by a 
proportional temperature function, as demonstrated in equation (20), where ்ߙ is a constant 
[82,83]. The logarithmic schedule is represented by function (21), where ݇଴ is a starting index. 
An exponential schedule is demonstrated by equation (22), where the parameter ܿ 
represents the decay rate, specified by the user.  

 
 
 

 ݄ = 1
1 + ݁ாౡିாౘ౛౩౪்

ൎ ݁ாౘ౛౩౪ିாౡ்  (19) 

ݐ)ܶ  + 1) = ୘ߙ ∙  (20) (ݐ)ܶ
(ݐ)ܶ  = ଴ܶ ∙ ln ݇଴

ln ݐ  (21) 

(ݐ)ܶ  = ଴ܶ ∙ ݁ି௧/௖ (22) 

[true] 

 [true] 
[false] 
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Table 3 
Parameter setups of the preselected SAs 

Algorithm Setup SA1 SA2 SA3 SA4 SA5 
New Starts 10 10 10 20 10 
Iterations 10 10 10 10 20 
Initial Temperature 20 50 100 100 100 
Minimum 
Temperature 1 1 0.001 0.001 0.001 
Cooling Schedule linear linear exponential exponential exponential 
Neighborhood random random random random random 
Neighborhood Size 80 80 80 80 80 
 - - - ୘ 0.85 0.85ߙ
ܿ - - 1.2 1.2 1.2 

 
4.4 Particle Swarm Optimization 
The PSO as a member of the swarm intelligence algorithms is the third naturally inspired 
method [84-86] that will be considered in this paper. A particle flying through the solution 
space represents a potential solution and follows simple rules [87]. Fig. 5 illustrates the 
implemented version of the PSO. 

 
Fig. 5. Outline of the implemented PSO 

As described in section 4.2 either a random population based on the scrambled Sobol 
sequence or a biased population incorporating the gained problem knowledge is generated. 
In this analysis each particle’s neighborhood is simply defined by itself and its left and right 
neighbor. During the iteration loops the particles’ velocity vector ݒ௜ௗ will be adjusted just as 
the particles itself according to equations (23) and (24) where ݕ୧ represents the best position 
of the individual positions ݔ௜ௗ found so far by particle i. This procedure is repeated until a 
maximum time ݐ௠௔௫ is achieved. 
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The parameter ߙଵ is called the cognitive factor and represents the individual’s ambition to 
return to its past successes. The parameter ߙଶ is the social factor and represents the 
individual’s orientation on the best solutions of its neighbors. The parameter ߚ is called the 
inertia weight and was suggested by Shi and Eberhart [88]. It is included, because it 
improves the PSOs local search ability and avoids premature convergence [89]. The inertia 
weight can be further dynamically adjusted rather than keeping it constant. In this case the 
linear-decreasing (25) and sigmoid (26) inertia weight adjustments are implemented. A small 
inertia weight at the end of the search supports the convergence towards an optimal solution 
with fine-tuning. 

Table 4 presents the tuned PSO parameter setups for deeper performance analysis. 
Table 4 
Parameter setups of the preselected PSOs 
Algorithm Setup PS1 PS2 PS3 PS4 PS5 
Population Size ୍ܰ୬ୢ 25 25 25 25 50 
Initialization PK PK PK PK PK 
Inertia Weight ߚ Constant Constant linear linear linear 
Initial Inertia ߚ୧୬୧୲ 0.9 0.9 0.9 0.9 0.9 
Final Inertia ߚ୤୧୬ୟ୪ - - 0.4 0.4 0.4 
Cognitive Factor ߙଵ 1.75 1.75 1.75 1.75 1.75 
Social Factor ߙଶ 1.75 1.75 1.75 1.75 1.75 
Termination 15 gen 25 gen 15 gen 25 gen 15 gen 
PK: Initial population contains some individuals based on problem knowledge. 
5 Comparison of the Algorithm’s Performances 
The objective in this section is to identify the algorithm among the presented selection, which 
features the following criteria best based on Barr et al. [37]: The algorithm should produce 
solutions of “higher quality” with less computing time than other algorithms. Robustness must 
be guaranteed, so that the algorithm is less sensitive to differences in the problem 
characteristic, e.g. adjustments of drivetrain component parameters. Moreover, a “simple” 
approach with and easy implementation is preferred.  

୧ୢݒ  = ߚ ∙ ୧ୢݒ + ଵߙ ∙ ଵݎ ∙ ୧ୢݕ) − (୧ୢݔ + ଶߙ ∙ ଶݎ ∙ ୠୢݕ) −  ୧ୢ) (23)ݔ
୧ୢݔ  = ୧ୢݔ +  ୧ୢ (24)ݒ

(ݐ)ߚ  = ୧୬୧୲ߚ) − (୤୧୬ୟ୪ߚ ∙ ୫ୟ୶ݐ) − (ݐ
୫ୟ୶ݐ

+  ୤୧୬ୟ୪ (25)ߚ

(ݐ)ߚ  = ఉ౟౤౟౪ିఉ౜౟౤౗ౢ
ଵା௘೜(೟షഀ∙೟ౣ౗౮) + ݍ    ୤୧୬ୟ୪   withߚ = 10(୪୭୥(௧೘ೌೣ)ିଶ (26) 
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5.1 Experimental Setting 
In order to ensure comparability and competitive fairness, all algorithmic test runs are 
executed on the same computer configuration running lightly loaded. 

 Apple MacBook Pro 
 Processor: 2.9 GHz Intel Core i7 (1 processor, 2 cores) 
 Memory: 8 GB 1600 MHz DDR3 
 L2 Cache (per Core): 256 KB 
 L3 Cache: 4 MB 
 Software: OS X 10.9.4 (13E28) 
 Programmer’s coding expertise: professional 

Furthermore, differences in coding skills, algorithm tuning and effort invested can be 
neglected since all competing optimization algorithms where programmed by the same 
person [38]. In order to ensure simple comparability, all algorithms are supposed to run on 
representative OPs, displayed in Fig. 6. The global optimal solutions for these OPs are 
known from long ES procedure runs. The high-quality bias-solution ݔୠ୧ୟୱ is implemented in all 
of the presented algorithms and forms an upperbound for the algorithms’ solutions. 

 
Fig. 6. Motor operating map with representative operating points 

Three different performance criteria are taken into account: success probability of the 
algorithm, total computation time and time to best-found solution. Success probability is 
defined as the likelihood of the algorithm to obtain a final solution, which is considered to be 
successful. A solution is considered successful if the obtained power losses ୐ܲ,ୈ୰୧୴ୣ୲୰ୟ୧୬ are 
not more than 1% higher than the global optimal solution (found through ES validation). Total 
run time is defined as the algorithm execution time prior to termination by its stopping rule. It 
comprises the complete processing time, including overhead. Finally, the time to the best-
found solution indicates the time to produce the best solution. It is the solution, which is 
finally returned by the algorithm, but not necessarily produced at the end of the total running 
time. The best solution can be found much earlier. Time to best-found solution measures the 
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convergence speed. As a recommended practice, all time measurements are done by 
measuring CPU-time and not the real time [37]. 
5.2 Computational Results 
For statistical reasons it is necessary to perform a set of experiments in order to obtain a 
good representation of the results [40]. Taking the result of one single experiment could 
worst-case result in false conclusions. Consequently, each algorithm parameter set runs for 
100 samples on the presented problem, represented by eight OPs. Fig. 7 displays the 
success probability for each algorithm set, represents by the mean value over all samples 
and OPs. Except MCA, all algorithms perform very well on this criterion, reaching success 
probabilities over 98%. 

 
Fig. 7. Success probability comparison 

Total run time is an important indicator on the algorithms’ practical applicability for an online 
optimization. Fig. 8 illustrates boxplot diagrams for the total run time performance of each 
algorithm. Points are drawn as outliers if they are larger than ݍଷ + ௟ݓ ∙ ଷݍ) −  ଵ) or smallerݍ
than ݍଵ + ௟ݓ ∙ ଷݍ) −  ଷ are the 25th and 75th percentile of the sample data. Theݍ ଵ andݍ .(ଵݍ
whisker length ݓ௟ is set to 1.5 and corresponds to approximately +/−2.7ߪ. In order to 
facilitate clarity, the algorithm sets are plotted in two separate diagrams. In the left diagram it 
can be seen that even the best-performing SA algorithm requires a total run time of 
approximately 5 s. Thus, SA is not likely to be considered for quick online-optimization. 
Although the MCAs reach run times close to 1 s, they are still outperformed by all EAs and 
PSO procedures. EA4 and EA5 perform worst in the right diagram, because they involve the 
multiple subpopulations approach. But the advantages of this approach appear to be only 
exploited when parallel hardware architectures are utilized [77]. The remaining three EA 
algorithms feature a median total run time between 0.3 s and 0.4 s and are only 
outperformed by some PSO algorithms. PS1 and PS3 require the shortest running time. 
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Fig. 8. Total run time comparison 

As time to best-found solution measures the convergence speed, it is an indicator for 
robustness of an optimization algorithm. If the time to find the best solution lies very close to 
the total run time, the algorithm is faced to a high risk of not converging fast enough before 
the algorithm termination criterion is triggered. Thus, a certain time gap between total run 
time and time to best-found solution is a good indicator for algorithm robustness. The general 
outcome of Fig. 9 is the higher variance of the sample times compared to the results 
regarding total run time. The lower this variance, the higher is the algorithm’s robustness. It 
can be seen that algorithms PS1 and PS3 show the best performance on this criterion with 
regard to both, the median (red line) and variance (whisker) values. 

 
Fig. 9. Time to best-found solution comparison 

There is always a key performance tradeoff between solution quality and running time. 
During the comparison process it is attempted to find the best possible fit of both. Fig. 10 
summarizes the algorithm’s performances subject to these three-dimensional reference 
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criteria. Although all SA algorithms feature a success probability of approximately 100%, their 
speed-performance with regard to median run time is by far the weakest among all compared 
algorithms. It was attempted to reduce the number of SA iterations to improve the speed-
performance. But the outcome was a drop in success probability, which is even worse than 
bad speed-performance. The MCAs gather around success probabilities between 85% and 
90% with very good run time performance. Since success probability is defined as the most 
substantial decision criterion, this group of algorithms can be further deselected because 
they are considered as “not successful enough”. In order to gain better insight into the 
performances of the algorithms, which are located around the origin, Fig. 11 magnifies this 
area. 

 
Fig. 10. Multi-criteria comparison of the algorithm performances (full view) 

 
Fig. 11. Multi-criteria comparison of the algorithm performances (magnification) 
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Based on Fig. 11, the Euclidean distance to the origin (0, 0, 100%) of each scatter point is 
calculated. From this it follows that PS1 is selected as the best-performing algorithm on the 
presented problem followed by algorithms PS4 and PS2. Consequently, PS1 is considered 
the optimization algorithm of choice. The application of this optimization algorithm results in a 
success probability of 99.9%, a mean total run time of 0.186 s and mean time to best-found 
solution of 0.101s. Due to the normal distribution of the sample values, these mean values 
can be statistically validated by the Gauss-test [90]. It can be shown, that for a statistical 
significance of 99.99% the mean runtime of PS1 does not exceed 0.198 s and the mean time 
to best-found solution does not exceed 0.112 s. Fig. 12 illustrates the convergence process 
of the mean best solution quality of all samples and for all OPs. Subsequently, the error bars 
indicate the standard deviation among the samples. Given the first four OPs, the optimal 
solution lies very close to ݔୠ୧ୟୱ because the electric converter operates in idle mode. Since 
 ୠ୧ୟୱ is always inherent in the initial population of the PSO, PS1 finds the optimumݔ
immediately and no significant convergence process can be observed. 

 
Fig. 12. Convergence process of PS1 for each operating point 

5.3 Model Application and Result Validation 
Finally, it is reasonable to get a general insight into the PS1 model operation and its effects 
on the drivetrain efficiency by applying it to the simulation model. The intermediate circuit 
voltage ୍ܷେ is adjusted to motor speed except at low motor speeds where the converter 
operates in idle mode and the intermediate circuit voltage equals the battery voltage. Since 
the electric vehicle incorporates a fixed transmission, motor speed directly corresponds to 
vehicle speed. This correlation is shown in Fig. 13, where the PS1 operation is applied in the 
Highway Fuel Economy Test (HWFET) cycle. The converter operates in boost mode at 
vehicle velocities above 50 km/h. This is a validation example for one optimization variable. 
The results for all remaining optimization variables are validated respectively by comparing 
the results to expected behavior. 
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Fig. 13. Optimization results validation (here: intermediate circuit voltage) 

Besides the HWFET cycle, we also applied our model to the New European Driving Cycle 
(NEDC) and identified the corresponding efficiency losses in the considered components (cf. 
Fig. 14). It can be seen that the major power loss contributors are the IPMSM, the DC/DC 
converter and the DC/AC inverter. If the converter operates in idle mode, then its power 
losses are considerably small. But in boost mode its losses increase significantly. Moreover, 
the battery losses and the harmonic IPMSM losses are small and even hardly visible. The 
cumulated energy losses are illustrated in the right side of Fig. 14. Benchmarks are given on 
the one hand by constantly operating the converter in idle mode and on the other hand by 
operating the drivetrain without DC/DC converter as a whole component. This validates the 
initial assumption that it is energetically advantageous to incorporate the component DC/DC 
converter into the drivetrain topology as it increases the overall drivetrain efficiency 
especially for high speed drive cycles. The resulting mean drivetrain efficiency reaches 
92.95% for HWFET. Hence, energy savings of approximately 30.51% for HWFET can be 
realized, if the DC/DC converter is incorporated into the optimized drivetrain topology. 
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Fig. 14. Drivetrain efficiency results for driving cycles HWFET (above) and NEDC (below) 

It should be noted, that the energy savings strongly depends on the voltage of the battery. If 
the battery voltage (for 100% State of Charge (SOC)) is equal to the maximum inverter 
voltage there is no benefit of the DC/DC converter. In this case the DC/DC converter leads to 
additional overall losses until the SOC of the battery decreases [91]. Additionally we would 
like to mention here that we only considered rather simple (but reliable) metaheuristics in 
order to identify the main general advantages of these five and robust optimization 
algorithms. Another (faster but more imprecise) solution for our problem might be to deposit 
a few hundred representative OPs connected to very easy commands.  
6 Conclusion and Further Research 
The initial objective was to establish a power loss model of the electric drivetrain as exact as 
possible and select an appropriate metaheuristic that enables quick and on-demand 
determination of the optimal drivetrain parameter setup. Based on previous research the 
drivetrain power loss model was successfully set up and embedded in a convenient 
simulation model framework. 
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Our results indicate that the Particle Swarm Optimization (PSO) algorithms outperform the 
much more complex presented Evolutionary Algorithms (EA). The programming and tuning 
efforts for PSO are significantly lower than for EAs, due to fewer parameters. Compared to 
the simple baseline, given by the Exhaustive Search (ES) procedure, the computing time 
could be reduced from about 30 minutes to less than 0.2 seconds, which enables an online 
optimization (see section 3.2). This emphasizes the great performance improvement on 
solving the presented energy efficiency problem by applying the PSO based PS1 algorithm. 
Nevertheless, especially EA3 can be seen as a high performing alternative optimization 
algorithm on the presented problem. In direct comparison with the conventional electric 
drivetrain, the energy savings of the online-optimized drivetrain by PS1 sum up to 30.51% for 
Highway Fuel Economy Test Cycle (HWFET). An analysis of several optimized parameter 
values further validated the reliability of PS1. 
Based on the great performance improvement mainly two further research approaches are 
derived. On the one hand the problem of inaccuracies caused by the simplified simulation 
model can be solved by using a real test-bench. In this case the losses of a parameter set 
would no longer be calculated with a model but be measured at a real drivetrain. Hence the 
results would be much more precise. On the other hand it becomes possible to do the 
parameter optimization online in driving vehicles. The offline incorporation of parameter 
dependencies like changes in temperature or effects of aging would add additional 
dimensions to the model. An operating point (OP) would then not be characterized by motor 
torque and speed anymore but also by values of changing parameters. The result would be a 
huge amount of possible OPs (> 1012). Consequently, due to an unpredictable long 
optimization time and a considerable high number of potential combinations, the offline 
optimization would lead to an unrealizable optimization problem. With the results of this 
paper it is feasible to overcome this drawback. It is now possible to measure changing 
parameters and to optimize the set of parameters in real-time when a new OP is demanded. 
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7 Appendix 
Table A. 1 
Vehicle parameters 

Symbol Value Symbol Value 
Mechanical Vehicle Parameters 

 ୅୧୰ 1.2041 kg/m3 ݉େୟ୰ 900 kgߩ
ܿ୛ 0.4 ܿୖ 0.012 
 ୊୰୭୬୲ 2.05 m2 ݃ 9.81 m/s2ܣ
 ୛ 0.25 m ݅୘୰ୟ୬ୱ 10ݎ

IPMSM Parameters 
 ୯ 0.5 mH ߰୔୑ 0.054 Vsܮ
 4 ݌ mH 0.2 ୢܮ
ܴୗ 12 mΩ ܿ୤ୣ 2.4 
ܿୗ୲୰ 0.00234 1.3 ߢ 
 0.8 ߬ 0.5 ߝ

Power Electronics Parameters 
ܷୈ଴ 1.0 V ܴ୐,େ୳ 6.2 mΩ 
ܷ୘଴ 1.7 V 1.38 ߙ 
 2.48 ߛ ୈ 2.6 mΩݎ
 2.2 ߴ ୘ 2.6 mΩݎ
݇୘ 110 mJ / 627 A େܸ୭୰ୣ 0.54459 dm3 
݇ୈ 21 mJ / 627 A ܫ୰ୣ୤ 627 A 
 ୈେୈେ౨౗౪౛ౚ 0.38 T ୰ܷୣ୤ 900 Vܤ
 ୈେୈେ୘୰ୟ୲ୣୢ 2 A/cm2ܬ ୈେୈେୈ୰ୟ୲ୣୢ 2 A/cm2ܬ
   ୈେୈେେ୳୰ୟ୲ୣୢ 3 A/cm2ܬ
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Table A. 2 
Model equations: This table intends to give a deeper insight of the model’s complexity, discontinuity and non-
linearity with regard to applicable optimization algorithms 

Equation Description 
1. MECHANICAL VEHICLE MODEL 

୅୧୰ܨ = 1
2 ∙ ୅୧୰ߩ ∙ ܿ୛ ∙ ୊୰୭୬୲ܣ ∙  ଶ Air resistance of the vehicleݒ

୅ୡୡܨ = ݉େୟ୰ ∙ ܽେୟ୰ Acceleration resistance of the vehicle 
ܨୖ ୭୪୪ = ݉େୟ୰ ∙ ݃ ∙ ܿୖ Rolling resistance of the vehicle 

୑୭୲ܯ = ୅୧୰ܨ) + ୅ୡୡܨ + ܨୖ ୭୪୪) ∙ ୛ݎ
݅୘୰ୟ୬ୱ

 Mechanical motor torque 

݊୑୭୲ = େୟ୰ݒ ∙ ݅୘୰ୟ୬ୱ
ߨ2 ∙ ୛ݎ

 Motor speed 

୑ܲ୭୲ = ߨ2 ∙ ݊୑୭୲ ∙  ୑୭୲ Motor powerܯ
2. ELECTRIC DRIVETRAIN MODEL 

௅ܲ,ୈ୰୧୴ୣ୲୰ୟ୧୬ = ୐ܲ,୍୔୑ୗ୑ + ୐ܲ,ୈେ୅େ + ୐ܲ,ୈେୈେ + ୐ܲ,୆ୟ୲୲ Power losses of the complete electric drivetrain 
2a. Internal permanent magnet synchronous motor 

୐ܲ,୍୔୑ୗ୑ = ୐ܲ,ஐ + ୐ܲ,୊ୣ Total power losses of the electric motor 
୐ܲ,ஐ = 3 ∙ ܴୗ ∙ ୗ,୰୫ୱଶܫ  Ohmic power losses of the electric motor 

ୗ,୰୫ୱܫ = 1
√2 ∙ ටୢܫଶ +  ୯ଶ Root mean square value of the stator currentܫ

୑୭୲ܯ = 3
2 ∙ ݌ ∙ ൫߰୔୑ ∙ ୯ܫ + ൫ୢܮ − ୯൯ܮ ∙ ܫୢ ∙  ୯൯ Electric motor torqueܫ

ܫୢ ,୑୘୔୅ = ߰୔୑
2 ∙ ൫ୢܮ − ୯൯ܮ − ඨ ߰୔୑ଶ

4 ∙ ൫ୢܮ − ୯൯ଶܮ +  ୯ଶ MTPA-optimized d-component of the stator currentܫ
୐ܲ,୊ୣ = ܿ୤ୣ ∙ ߱఑ ∙ ߰଴ଶ + ܿୗ୲୰ ∙ ߱ఌ ∙ ݅ఛ Iron losses of the electric motor 

2b. DC/AC-three-phase Bridge Inverter 
୐ܲ,ୈେ୅େ = ୐ܲେ,ୈ୧୭ୢୣ + ୐ܲେ,୍ୋ୆୘ + ୐ܲ,ୗ୵୧୲ୡ୦ Total inverter power losses 

୐ܲେ,ୈ୧୭ୢୣ = 6 ∙ ቎ܷୈ଴ ∙ መୗܫ
2 ∙ ൬1

ߨ − ܯ
4 ∙ cos ߮൰ + ୈݎ ∙ መୗଶܫ ∙ ඨ1

8 − ܯ
ߨ3 ∙ cos ߮቏ Diode’s conduction losses 

୐ܲେ,୍ୋ୆୘ = 6 ∙ ቎ܷ୘଴ ∙ መୗܫ
2 ∙ ൬1

ߨ + ܯ
4 ∙ cos ߮൰ + ୘ݎ ∙ መୗଶܫ ∙ ඨ1

8 + ܯ
ߨ3 ∙ cos ߮቏ IGBT’s conduction losses 

୐ܲ,ୗ୵୧୲ୡ୦ = 6 ∙ 1
ߨ + ୈ݂େ୅େ ∙ (݇୘ + ݇ୈ) ∙  መୗ Inverter’s switching lossesܫ

2c. DC/DC converter 
୐ܲ,ୈେୈେ = ݊୮୦ ∙ ൫ ୐ܲେ + ୐ܲୗ,୍ୋ୆୘ + ୐ܲୗ,ୈ୧୭ୢୣ + ୐ܲ,େ୭୧୪൯ + ୐ܲ,େୟ୮ Total converter power losses 

୐ܲେ = ܷୈ଴ ∙ ୈ୧୭ୢୣ,ୟ୴୥ܫ + rୈ ∙ ୈ୧୭ୢୣ,୰୫ୱଶܫ + ܷ୘଴ ∙ ܫ୍ ୋ୆୘,ୟ୴୥ + ୘ݎ ∙ ܫ୍ ୋ୆୘,୰୫ୱଶ  Converter’s conduction losses 

୐ܲୗ,୍ୋ୆୘ = ୈ݂େୈେ ∙ ܫ୍ ୋ୆୘,ୟ୴୥ ∙ ݇୘ ∙ ୍ܷେ
୰ܷୣ୤

 IGBT’s switching losses 

୐ܲୗ,ୈ୧୭ୢୣ = ୈ݂େୈେ ∙ ܳ୰୰
2 ∙ ୍ܷେ

୰ܷୣ୤
∙ ୈ୧୭ୢୣ,ୟ୴୥ܫ

୰ୣ୤ܫ
 Diode’s switching losses 
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୐ܲ,େ୭୧୪

= ܴ୐,େ୳ ∙
ێۏ
୐ଶܫۍێ + ୐ଶܫ

4 ∙ ݀େ୳ ∙ ൬1 − ݁ଶௗి౫ఋ ఋ൰
ߜ ∙ ൬1 − ݁ଶௗి౫ఋ ఋ൰ଶ

ۑے
ېۑ + ߛ ∙ ݂ୣ ୯ఈିଵ ∙ ൬∆ܤ

2 ൰
ణ

∙ େܸ୭୰ୣ ∙ ୈ݂େୈେ Coil losses comprising copper and core losses 

݂ୣ ୯ = 2
ଶܤ∆ ∙ ଶߨ ∙ න ቆ∆ܤଶ

ݐ݀ ቇ்

଴
∙  Equivalent frequency ݐ݀

୐ܲ,େୟ୮ = ܴ஼ ∙ େୟ୮,୰୫ୱଶܫ  Capacitor losses 
2d. Traction battery 

௅ܲ,୆ୟ୲୲ = ܴ୧( ୟܲ) ∙ ୆ୟ୲୲ଶܫ  Battery losses 
ܴ୧( ୟܲ) = 1.6 ∙ 10ିଷ + ୟܲ ∙ 0.45

11 ∙ 10ି଺ Dynamic internal battery resistance 
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